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Abstract—Universal Networking Language (UNL) is a computer 
language created to represent and process information across 
language barriers (Uchida et al., 2001).UNL is basically a 
knowledge representation language i.e. it is used to represent 
information conveyed by natural languages (Cardenosa et al, 
2009).UNL has been used by various researchers as a tool for 
machine translation (MT). IAN and EUGENE are the two main tools 
in the UNL system. The conversion of source language to UNL is 
known as UNLisation. While as, the process of generating natural 
language text from the UNLised text is known as NLisation. IAN and 
EUGENE, the two online tools created by the UNDL Foundation 
perform the process of UNLisation and NLisation efficiently. The aim 
of the present work is to incorporate Kashmiri in the UNL 
framework. This work involves the analysis of selected Kashmiri 
corpus to UNL using IAN, and then the generation of Kashmiri from 
the UNL expressions using EUGENE. For the present work, UC- A1 
corpus (available online) was taken and the accuracy calculated for 
the selected corpus is estimated to be around 90%. This work will act 
as an important milestone in developing a robust multilingual MT 
system for Kashmiri. 
 
Keywords: Machine Translation (MT), UNL, IAN, EUGENE. 

1. INTRODUCTION 

Machine Translation (MT), also known as automatic 
translation is the translation of text from one natural language 
to another by a machine. The area of Machine Translation 
(MT) has witnessed integration of research work from other 
fields like Statistics, Mathematics, Artificial Intelligence, etc 
during its expansion. Different approaches like Direct MT, 
Rule-based MT, Corpus-based MT, and Knowledge-based MT 
have been put forth from time to time for carrying out the 
process of MT. Universal Networking Language (UNL) based 
MT is also an attempt in this direction. 

1.1 Universal Networking Language 

“Universal Networking Language is a declarative formal 
language designed to represent the semantic data extracted 
from natural language texts..” In the UNL approach, 
information extracted from the NL text is represented in the 
form of a semantic graph.UNL expressions are semantically 
complete and unambiguous which is the biggest advantage of 
this system. UNL works independently for any language.  

UNL system involves two processes: 

 UNLisation: It is the enconversion of Source Language 
text to UNL format and is done by the Encoverter tool 
using the respective language’s NL-UNL dictionary and T 
rules. 

 NLisation: It is the deconversion of UNL expression to 
the target language and is done by the Deconverter tool 
using the target language’s UNL-NL dictionary and 
generation rules. 

1.2 The Components of UNL system 
UNL system involves the following components: 

1.2.1 Language Servers 

 Language Servers involve the following tools:   

 EnConverter - This tool enconverts natural language text 
into the UNL expression.   

 DeConverter - This tool deconverts the UNL expression 
into native languages. 

1.2.2 Software Tools  

Software Tools involve the following components:   

 UNL Editors – UNL Editors are used to make UNL 
documents. 

 UNL Explorers – UNL Explorers are used to 
view/manage UNL document by accessing UNL language 
servers, UNLKB & UNL Documents.   

 UNL Verifiers – It verifies UNL expression for 
correctness. 

 UNL Proxy servers – It Provides communication with 
language servers. 

 Concept Definitions – It defines concepts in connection 
with other concepts.   

 UNL Documents – These are the documents in which 
UNL expression is described for each sentence of natural 
language. 
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2. RELATED WORKS 

Some of the research works done in the field of UNL are: 

2.1 Decodification of UNL-Portuguese (Martins et al., 
1997) 

Martins, et al. (1997) described the set of grammar rules for 
the decodification of UNL-Portuguese using DeCoL 1.0 
(Deconverter System for Latin Languages, version 1.0), the 
decodifier provided by the UNL Center. The set of rules has 
been based upon two experimental corpora, which comprise of 
20 sentences of the UNL language booklet and Chapters XIV 
and XV of the UNU Charter. The rules express, then, a 
meaningful, but incomplete, part of the grammatical aspects of 
the Portuguese language. They are divided into three groups, 
which focus on distinct aspects of linguistic processing i.e. the 
insertion of lexical items in a sentence and the 
intrarelationship between such items, and the morphological 
treatment, which processes mostly word suffixing. Rules to 
graphically process the inputs are also defined. 

2.2 Arabic Generation in the Framework of the Universal 
Networking Language (Daoud, 2005) 

Daoud (2005) proposed an Arabic DeConversion system. The 
system proposes the architecture along with the strategy of this 
Deconversion system . In addition to this, problems related to 
the UNL representation that affect the quality of generation 
have also been discussed in this study. 

2.3 UNL Nepali Deconverter (Keshari and Bista, 2005)  

Keshari and Bista (2005) proposed the architecture and design 
of UNL Nepali Deconverter (Generator) that has been 
implemented using a tool called DeCo, a language neutral 
generator. There are basically two modules for UNL Nepali 
Deconversion. One is the syntax planning module and the 
other is the morphology generation module. 

3. METHODOLOGY 

The present work is analytical in nature. For this work, some 
of the UCA1 corpus (available online) and some randomly 
selected corpus was taken and UNLised and NLised using 
IAN (Interactive Analyser) and EUGENE (dEep to sUrface-
Generator), the two online tools provided by the UNDL 
Foundation. First step involved the classification of words into 
Permanent and Temporary words. Second step involved the 
framing of NL-UNL and UNL-NL Dictionaries and final step 
was to frame analysis and generation rules in the respective 
tools. 

4. ANALYSIS/GENERATION OF THE SELECTED 
CORPUS 

This section presents the analysis and generation of the 
selected corpus. The selected corpus was UNLised using IAN 
and NLised using EUGENE. UNLisation and NLisation are 

two independent processes and this makes UNL a best tool for 
carrying out the process of MT. The work done can be 
presented as: 

4.1 Temporary words  

The analysis of Temporary words is given in the table below: 

Table 1: Temporary Words in IAN 

S. 
No. 

Input T-rule UNL expression 

1. aedesf (TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“aedesf” 

2. aedesf 
aedesf 

(TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“aedesf  aedesf” 
 

3. aedesf 
aedesf 
aedesf 

(TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“aedesf aedesf aedesf” 
 

6. aedesf 
aedesf 
aedesf 
aedesf 
aedesf 
aedesf 

(TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“aedesf aedesf aedesf 
aedesf aedesf aedesf” 

 

7. H2o (TEMP,%a)(BLK,
%b)(TEMP,%c):=
(%a&%b&%c); 

“H2o” 

14. C (TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“C” 

15. www.f
acebo
ok.co

m 

(TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“www.facebook.com” 

16. Univer
sal 

Netwo
rking 

Digital 
Langu

age 
Found
ation 

(TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“Universal Networking 
Digital Language 

Foundation” 
 

17. 
 

78.000 (TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“78.000” 

18. H (TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“H” 

19. Googl
er 

(TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“googler” 

20. 1001:4
3:9001 

(TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“1001:43:9001” 

21. 1/2 (TEMP,%a)(BLK,
%b)(TEMP,%c):= 
(%a&%b&%c); 

“1/2” 
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4.2.  Analysis of Noun Phrases in IAN 

Analysis of Nouns in IAN can be explained with the help of 
some examples given below: 

 

S.No Result Rules 
Dictionary 
(NL- UNL) 

English 
Kashmiri 
Corpus 

1. pen.@bo
th 

Rule No. 
1: (" 
"):=; 
Rule No. 
2: 
(%a,D,P
OS=QU
A,@both
)(%b,N,
POS=N
OU,NU
M=INV)
:=(%b,+a
tt=%a) 

 ""{}[دۄشوے]
(LEX=D,POS=
QUA,att=@bot
h)<kas,0,0>; 
both books 
 ""{}[قلم]
(LEX=N,POS=
NUM,NUM=I
NV)<kas,0,0>; 
both books 

both pens دۄشوے قلم 
/dɔʃvaj 
kalam/ 

2. book.@n
o 

Rule No. 
1: (" 
"):=; 
Rule No. 
2: 
(%a,D,P
OS=QU
A,@no)(
%b,N,P
OS=NO
U,NUM
=SNG):=
(%b,+att
=%a) 

 ""{}[کٕہٕنس]
(LEX=D,POS=
QUA,att=@no
)<kas,255,0>; 
no book 
 "book"{}[کِتاب]
(LEX=N,POS=
NUM,NUM=S
NG)<kas,0,0>; 
both books 

no book کٕہٕنس کِتاب 
/kɨhiːnʲ 
kita:b/ 

3. book.@a
ny 

Rule No. 
1: (" 
"):=; 
Rule No. 
2: 
(%a,D,P
OS=QU
A,@any)
(%b,N,P
OS=NO
U,NUM
=SNG):=
(%b,+att
=%a) 

 ""{}[ کانٛہہ]
(LEX=D,POS=
QUA,att=@an
y)<eng,255,0>; 
any book 
 "girl"{}[کوٗر]
(LEX=N,POS=
NUM,NUM=S
NG)<kas,0,0>;  

any girl کانٛہہ کوٗر 
/ ka῀h ku:r/ 

4. sparrow.
@other 

Rule No. 
1: (" 
"):=; 
Rule No. 
2: 
(%a,D,P
OS=QU
A,@othe
r)(%b,N,
POS=N
OU,NU
M=SNG

 ""{}[ بیٛاکھ]
(LEX=D,POS=
DEM,att=@ot
her)<eng,255,0
>; another 
book 
sparro"{}[ژٔر]
w" 
(LEX=N,POS=
NUM,NUM=S
NG)<kas,0,0>;  

other 
sparrow 

 بیٛاکھ ژٔر
/ bʲaːkͪ tsər/ 

):=(%b,+
att=%a) 

5. girl.@ot
her 

Rule No. 
1: (" 
"):=; 
Rule No. 
2: 
(%a,D,P
OS=QU
A,@othe
r)(%b,N,
POS=N
OU,NU
M=SNG
):=(%b,+
att=%a) 

 ""{}[ بیٛاکھ]
(LEX=D,POS=
DEM,att=@ot
her)<eng,255,0
>; another 
book 
 "girl"{}[کوٗر]
(LEX=N,POS=
NUM,NUM=S
NG)<kas,0,0 

other girl بیٛاکھ کوٗر 
/bʲaːkͪ ku:r/ 

Table 2: Analysis of Noun Phrases 

4.2.1 Generation of  Noun phrases in EUGENE 

Table 3: Generation of Noun Phrases 

S. No. Result English Rules Dictionary 
(UNL-NL) 

UNL 
input 

دۄشوے قلم .1
/dɔʃvaj 
kalam/ 

both 
pens 

(%a,N,@
both):=("
")"دۄشوے
")(%a,-
@both); 

pen”(LE”{}[قلم]
X=N,POS=NOU
,NUM=INV) 

pen.@both

کٕہٕنس کِتاب .2
/kɨhi:nʲ 
kita:b/ 

no book (%a,N,@
no):=(" 
 کٕہٕنس
"("")(%a,
-@no); 

book”(L”{}[کِتاب]
EX=N,POS=NO
U,NUM=INV) 

book.@no

 کانٛہہ کوٗر .3
/ka῀h 
ku:r/ 

any girl (%a,N,@
any):=(" 
("")"کانٛہہ
(%a,-
@any); 

girl”(LE”{}[کوٗر]
X=N,POS=NOU
,NUM=INV) 

book.@an
y 

 بیٛاکھ ژٔر .4
/bʲaːkͪ 
tsər/ 

other 
sparrow

(%a,N,@
other):=(
" 
)("")"بیٛاکھ
%a,-
@other); 

”sparrow”{}[ژٔر]
(LEX=N,POS=N
OU,NUM=INV)

sparrow.@
other 



Naziya Rasool, Sumaira Nabi and Younis Rashid Dar 

 

 

Advances in Computer Science and Information Technology (ACSIT) 
p-ISSN: 2393-9907; e-ISSN: 2393-9915; Volume 6, Issue 2; April-June, 2019 

114

 بیٛاکھ کوٗر .5
/bʲaːkͪ 
ku:r/ 

other 
girl 

(%a,N,@
other):=(
" بیٛاکھ 
"("")(%a,
-
@other);

girl”(LE”{}[کوٗر]
X=N,POS=NOU
,NUM=INV) 

girl.@othe
r 

 

4.3  Analysis of  Adjectival Phrases in the UNL system 

In UNL, Adjectival phrases are represented as mod (noun, 
adj). 

Table 4: Representation of Adjectives in IAN 

S. No Result T-rule 
Dictionary (NL-

UNL) 
English 

Corpu
s 

1. mod(sky,
white) 

Rule No. 
1: (" "):=; 
Rule No. 
2: 
(%a,J)(%
b,N):=(m
od(%b;%
a),+N); 

white”(L“{}[سفید]
EX=J,POS=ADJ)
<kas,0,0>; white 
sky 
sky”(LE“{}[آسمان]
X=N,POS=NOU,
NUM=INV)<kas,
0,0>; white sky 

white sky سفید 
 آسمان

/safeːd 
aːsmaː

n/ 

2. mod(mug
,glass) 

Rule No. 
1: (" "):=; 
Rule No. 
2: 
(%a,J)(%
b,N):=(m
od(%b;%
a),+N); 

glass”(L“{}[شیٖشوٗ ]
EX=J,POS=ADJ)
<kas,0,0>; glass 
mug 
mug”(LE“{}[مگ]
X=N,POS=NOU,
NUM=SNG)<kas,
0,0>; white sky 

glass 
mug 

شیٖشوٗ 
 مگ

/ʃiːʃuː 
maɡ/ 

 

4.3.1 Generation of Adjectival Phrases in EUGENE 

The generation of Attributive Adjectives is given in the table 
below: 

Table 5: Representation of Adjectives in EUGENE 

S. No. Result English Rules Dictionary 
(UNL-NL) 

UNL input

سفید  .1

 آسمان

/safeːd 

aːsmaːn

/ 

white sky mod(N,%

a;J,%b):=

(%b)(" 

")(%a); 

white“{}[سفید]

”(LEX=J,POS

=ADJ,NUM=

SNGT)<kas,0,

0>; white sky 

"sky"{}[آسمان]

(LEX=N,POS

=NOU,NUM=

INV)<kas,0,0

>; white sky 

mod(sky,wh

ite) 

شیٖشوٗ  .2

 مگ

/ʃiːʃuː 

glass mug mod(N,%

a;J,%b):=

(%b)(" 

glass“{}[شیٖشوٗ ]

” 

(LEX=J,POS=

mod(mug,gl

ass) 

maɡ/ ")(%a); ADJ,NUM=S

NGT)<kas,0,0

>; glass mug 

)"mug"{}[مگ]

LEX=N,POS=

NOU,NUM=S

NG)<kas,0,0>

; white sky 

 
Likewise, the same procedure was adopted to include other 
parts of speech and the same is represented below: 
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5. CONCLUSION: 

The aim of this paper is to involve Kashmiri in the UNL 
framework. Till date, very little has been done regarding the 
development of machine translation system for Kashmiri, so 
this work is an important step in this direction. This work 
involved the analysis and generation of selected Kashmiri 
corpus using IAN and EUGENE. The rules framed during this 
work are open ended in nature and can be reapplied to other 
language structures with little or no modification. The 

accuracy of the system was measured using a technique 
known as F Score which came out to be .89 for this work 
meaning an accuracy of 89%. 

6. SCOPE FOR FUTURE WORK: 

This work paves a way for developing a robust multilingual 
machine translation system involving Kashmiri as one of the 
languages. This work leaves scope for future in entertaining 
more and more structures of Kashmiri language in the UNL 
system in order to make it complete and efficient in every 
way. 
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